Chapter 11

Making Sense out
of Statistical
Associations

Positive findings of epidemiologic or clinical outcome studies are
usually referred to as statistical associations. It is essential to r_la\{e a
proper perspective of the meaning and importance of statistical
associations. All too frequently they are under- or overinterpreted.
With regard to smoking, for example, those at one extreme discount
the strong epidemiologic evidence relating cigarette smoking and
lung cancer as 'bein.g “only statistical.” At the other extreme are
those who quickly blame a whole host of health problems on
cigarettes on the basis of weak epidemiologic evidence, wi.thout
considering the possible role of other important characteristics of
persons who smoke.

Statements and Measures of Statistical Association

In discussing the various types of epidemiologic and related studies.
in Chaps. 5 through 10, the usual methods of expressing the results -

of these studies have .been mentioned several times. Typically, the
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findings would be that persons having one characteristic or environ-
mental exposure have a higher or lower incidence or prevalence of a
disease than persons with a different characteristic or exposure. Or,
the association may be expressed in terms of a greater or lesser
proportion of the characteristic in the diseased as compared to the
nondiseased. Similar statements may express the fact that there is
an association between one characteristic and another, or between
one disease and another. :

In addition to these easily understood statements of association
in terms of differences in rates or proportions, epidemiologists
sometimes employ other statistical tools to measure and describe
associations. For example, data may suggest that there is a linear
relationship between two quantitative variables. In a perfect linear
relationship, for every unit of increase in one variable the other
increases or decreases proportionally. One useful measure of as-
sociation, the correlation coefficient, indicates the degree to which a
set of observations fits a linear relationship. (For method of com-
putation and more discussion, see Hill, 1971, Chaps. 15 and 16 or
Ipsen and Feig!, 1970, Chap. 9.) This coefficient, often represented
by the letter r, can vary between +1 and —1.If r = +1, thereis a per-
fect linear relationship in which one variable varies directly with the
other. If r = 0, there is no association between the variables. If
r= —1, there is again a perfect association, but one variable varies
inversely with the other.

Plotted on a graph showing the relationship between two
variables, data points would follow a slanted straight line if the
correlation coefficient is +1 or —1. Where there is some, but not
complete, correlation, the data points would not fall into line but
would appear to cluster about a line. If there is no correlation at all,
data points would form a regular or irregular clump with no underly-
ing slanted line apparent. Note that the data points for the states in
Fig. 11-1 show some degree of linear relationship between ciga-
rettes sold per capita and coronary-heart-disease death rates. The
correlation coefficient is +0.55. '

Other methods of measuring associations are also used, but as
mentioned, differences in rates or proportions are most commonly
employed. Regardless of how a statistical association is measured or
expressed, the same problems of interpretation apply.
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Figure 11-1 Relationship between the age ad!usted total
ra?e for coronary heart disease and per capita cigarette consump-
tion in 44 states in 1960. (Reproduced, by permission, from Fried-
man, 1967.)

Associations Based on Groups of Groups

It has been emphasized in this book that, in epidemiology, the group
is the unit of concern. Groups that provide the most useful _an.d
relevant information are groups of individuals.' N.evertheles.s, .|t is
also possible to study groups of groups. Statlstlcal'assomatlops
found in groups of groups may be useful, but they may also.be_qmte
misleading and not at all applicable to the individuals within the
grou%insider, for example, the data shown in Fig. 11-1, relating per

capita cigarette consumption to coronary-heart-disease mortalit_y_ .

rates in 44 states in 1950. The statistical association shown graphi-
cally and by the correlation coefficient of +0.55, i_nvolves. a group of
states rather than a group of persons. Although the' findings are
suggestive of an association between cigarette smoking and coro-
nary-heart-disease mortality in persons, we cannot be sure from
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these data alone that the persons who smoked in these states truly
experienced a higher coronary heart disease mortality rate. (Actual-
ly, the association between smoking and coronary heart disease
death rates had already been shown in groups of individuals when
the study yielding Fig. 11-1 was done. This study's purpose was to
cast some light on the striking geographic variation in coronary
mortality in the United States.)

The potential for drawing fallacious conclusions about groups
of individuals from associations observed in groups of groups was
emphasized by Robinson (1950), who termed the latter “‘ecological
correlations.” He noted, for example, that among persons age 10
and over in the United States there was a moderate positive associ-
ation between being foreign-born and being illiterate. However,

looked at on the basis of geographic regions (i.e., groups), there was -

a stronger niegative correlation. That is, those regions with the
lowest percentages of population foreign-born had the highest
percentages who were illiterate. Thus a conclusion about the rela-
tionship of nativity to literacy based solely on a study of geographic
units would have been quite misleading.

Most epidemiologic observations showing that geographic
differences in disease rates parallel geographic differences in pos-
sible causative factors are associations involving groups of groubs.
The same may be said of paralle! time trends. As such, these
correlations in space and time are interesting clues, but their
limitations should be recognized. Failure of investigators to respect
the possible fallacies involved has contributed to the mistrust of
statistics as exemplified by Disraeli's famous reference to. “lies,
damn lies, and statistics.”

Evaluating Statistical Associations Invoiving Groups of
Individuals

Fortunately, the main body of epidemiologic knowledge involves
associations found in groups of individuals. When these assoc¢ia-~
tions emerge from a study, four basic questions usually require
immediate attention:

1 Could the association have been observed just by chance?
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2 Could other variables have accounted for the observed relation-
ship?

3 To whom does the association apply?

4 Does the association represent a cause-and-effect relationship?

Evaluating the Possibie Role of Chance

Regarding the first question, we have already mentioned in Chap. 3,
page 25, that chance plays a role in determining the outcome of a
study. The fewer the subjects, the more the observations may be
“influenced by chance sampling variation. Statistical significance
tests are used to determine the probability that the observed as-
sociation could have occurred by chance alone, if no association
really exists. Selecting the appropriate test depends on the nature of
the data and the method by which they are analyzed. For example, if
'the data analysis results in a fourfold table with subjects classified by
presence or absence of a trait and of disease as illustrated by Table
3-2, page 39, the chi square test may be most appropriate. Compar-
ing the mean level of a quantitative attribute in a disease group with
the mean level in a control group may involve a “t” test of the
difference between two means. The reader is referred to medical-
statistics texts such as Hill (1971, Chaps, 11-14) or Ipsen and Feigl
(1970, Chaps. 6, 8) for further details.

Unfortunately, the word ‘“significant” in “statistically signifi-
cant” is often misinterpreted as representing the medical or biologi-
cal significance of an association. A slight difference in the mean
hemoglobin concentration between two groups such as 0.1 gm/100
ml may be statistically significant if the two groups are large—that is,
it is most unlikely to be due to chance. However this difference may
be totally unimportant for health or fongevity, or in relation to a
disease under investigation. Thus, to say that one group’s mean level
is significantly lower than that of the other group has connotations
that should be avoided by stressing the fact that statistical and not
biological significance is being discussed.

Evaluating the Role of Other Variables

Ruling out chance as a likely explanation is only the first step in
making sense out of an association. Equally, if not more, important,
is to-attempt to rule out other variables as possible expianations for
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the association. To show in a very simple way how a third variable
may account for part or all of a statistical association, an imaginary
set of data is graphically plotted in Fig. 11-2. The figure shows, let us
say, degree of coronary atherosclerosis measured by coronary
angiography as related to hand-grip strength. Note that all eight data
points form a pattern, showing an association between the two

' variables. That is, on the average, those with stronger grips tend to

have more coronary atherosclerosis.
However, also note that four of the data points are shown by
open circles and four by solid black circles. The open circles happen

"to represent four women and the black circles, four men. Looking at

each sex group separately by covering the other four points, it can
be seen that there is no relationship between grip strength and
amount of atherosclerosis. It is only because the two sexes have
been combined in one set of data that the association appears. Thus,
sex difference constitutes a third underlying variable that completely
explains the apparent association between grip strength and coro-
nary atherosclerosis, which is therefore considered a spurious or
secondary association. .

Another set of fictitious data, shown in Table 11-1, again

Figure 11-2 Relationship between hand-grip strength and degree
of coronary at_herosclerosis. Fictitious data showing spurious cor-
relation resulting from combining the data for men and women.
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Table 11-1 Relationship between Parental Death and Low-Back
Pain History. Fictitious Data Showing Spurious Association Due to
Relation of Both Variables to Age. '

History of
low-back paln
Total
Age number Number Percent
30-39
All subjects 200 20 10
Any parent dead 100 10 10
No parent dead 100 10 10
40-49
All subjects 200 40 . 20
Any parent dead 140 28 20
No parent dead 60 12 20
50-59
All subjects 200 60 30
Any parent dead 180 54 30
No parent dead 20 6 30
Tdtal, all ages
All subjects 600 . 120 20
Any parent dead 420 92 22
No parent dead . 180 28 16

illustrates how an underlying variable, age, can resultin an apparent

association between two other variables when no real association -

exists. A total of 600 persons, ages 30-59, were asked whether they
have ever been troubled by low-back pain and whether their parents
were still living or whether either their mother or father had died.
The top section of the table shows the findings for the 200
subjects in their thirties. Twenty, or 10 percent, reported low-back
pain. Also, half had both parents living and half reported at least one
parent dead. Of the 100 in either parental-survival group, 10, or 10
percent, reported low-back pain. Thus, in this subgroup, death of a
parent was not related to low-back pain. ' ‘
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The next section of the table shows the results for 200 subjects
in their forties. At this later age a larger proportion had lost a parent
(*4%200), and a larger proportion reported low-back pain (20 per-
cent), but parental death was again not related to low-back pain. In
either parental survival group, 20 percent reported low-back pain.

The results for 200 subjects in their fifties also showed no
relationship between the two study variables. The proportion with at
least one dead parent was still higher (18%200), and the prevalence of
a low-back-pain history was higher (30 percent) but again, the 30
percent low-back-pain prevalence held true for subjects both with
and without a parent dead.

Now, look at what happens when the data for the three -age
groups are simply added together, as shown at the bottom of the
table. A total of 22 percent of patients with a parent dead report
low-back pain, whereas only 16 percent with both parents living
have this complaint. The data for all ages combined appear to show
that parental loss /s related to low-back pain, whereas we know that
in any age decade this is not the case.

The apparent relationship of low-back pain to parental loss in
the total group is attributable to the difference in age distribution
between those with and without a dead parent. Stated simply, those
with a dead parent contain a higher proportion of older people and,
therefore, are more apt to report low-back pain. Actually, 180, or 43
percent, of the 420 subjects with at least one parent dead'were in
their fifties, whereas only 20, or 11 percent, of the 180 subjects with

- no parents dead were in their fifties.

Handling Spurious Associations Due to Related
Variables

Prevention Knowledge of previous epidemiologic findings or
of the pathophysiology of the disease under investigation will often
suggest related variables that may produce a spurious association. A
study may be designed and carried out so as to prevent these related
variables from producing misleading group differences. For exam-
ple, cases and controls may be matched for age so that differences
in age distribution will not lead to spurious associations such as the
one described above.
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It may not be possible to “control” all pertinent variables in this
manner at the outset. Also, underlying variables may come to light or

" be thought of later, when the data are being analyzed. Fortunately, it

is possible to analyze data in ways that take into account or control
extraneous variables.

_Specifidatioh The simplest method for controlling variables in
the data analysis is specification. This involves examining the data
separately for each subgroup of subjects who fall into one particular
category .or level of the variable to be controlled. In the above
example involving a relationship between hand-grip strength and
coronary atherosclerosis, the fact that the correlation is spurious
and due to sex differences becomes obvious if we specify sex and
look at the data separately for men and women. Similarly, if the
parental-loss-back-pain association is examined in specific age
groups, it is no longer apparent.

Actually, age and sex are so often related to disease occurrence
and to other variables that it is customary to examine data in specific
age-sex subgroups before combining them into an overall tabula-
tion. This standard approach to data analysis in epidemiology is
probably the reason that an epidemiologist has been defined as “a
physician broken down by age and sex.”

Just as specification can show associations to be spurious, it
can also be used to show that suspected underlying variables are not
explanations for an association. For example, in a study of smoking
and the leukocyte count (Friedman et al., 1973), it was suspected
that higher mean leukocyte counts in smokers than in nonsmokers
might really be due to chronic bronchitis, which is related both to
smoking and to the leukocyte count. The data were analyzed
separately for persons with and without evidence of chronic bron-
chitis. When this was done, large smoker-nonsmoker differences in
mean leukocyte count were still present in each subgroup and were,
thus, not attributable to chronic bronchitis.

Adjustment Sometimes an investigator would like to compare

~ two or more overall groups, knowing that they differ in a pertinent
third variable. It is possible, by means of a procedure known as
_adjustment, to make such comparisons, controlling for differences

MAKING SENSE OUT OF STATISTICAL ASSOCIATIONS 159

in an extraneous variable. For example, in evaluating the parental-
loss-back-pain association, it is possible through age-adjustmentto
remove the effect of age as a “‘confounding” variable and compare
subjects with and without parental loss to see if either group has a
higher prevalence of a low-back-pain history. ’

Age adjustment by the direct method involves choosing a.

standard population and applying the rates observed for subjects in
each specific age category to the corresponding members of the
standard population. The choice of a standard population is fairly
arbitrary. Often it is the population of a country at a particular time,
such as the United States in 1960. Or, frequently, it is the total
population involved in the study in question. Or, it may be one
particular subgroup of that study population. in our low-back-pain
study, for example, one might age-adjust the rates observed in the

_ subgroup with no parental loss, to the subgroup with loss of a

parent, or age-adjust the rates of both subgroups to the total study
group.

To illustrate how this is accomplished, Table 11-2 shows the
direct age adjustment of the rate of low-back pain in the subgroup
without parental loss, to the total study population used as a
standard. The rate observed in each age category of the subjects
with no parental loss is multiplied by the number of subjects in the
same age category in the standard population. This yields the
number- that would be observed in the standard population if the
low-back pain rates in the group with no parental loss were appli-
cable to the standard population. The numbers that would be
observed in each age group of the standard population are then
added together and the total is divided by the total number in the
standard population, yielding the age-adjusted rate of 20 percent. In
this example, the same age-specific rates of low-back pain were
observed in the subjects with parental loss; therefore the age-
adjusted rate for this subgroup would also be 20 percent. Thus,
using age-adjusted rates, we would correctly conclude that parental
loss was not related to low-back pain.

The indirect method of age-adjustment is somewhat different
from the direct method. Instead of applying the study subgroup’s
age-specific rates to a standard population, the age-specific rates of
the standard population are applied to the corresponding portions
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Table 11-2 Example of Direct Age Adjustment: Observed Low-
Back Pain Rates Applied to Standard Population Consisting of All
Study Subjects :

Total number in age Number that would

Observed low- x subgroup of = be observed in
Age back-pain rate standard population standard population
30-39 10% ' 200 20
40-49 20% 200 40
50-59 30% 200 60
Total 600 120

Age-adjusted rate = 120/go0 = 20%

of the study subgroup. This procedure yields the numbers of.cases
that would be expected in the study subgroup if the age-specific

rates in the standard population had been operative in the study -

subgroup. The overall expected rate in the study subgroup is then
compared to the overall rate in the standard population. Any differ-
ence must be attributable to the difference between the age distribu-
tion of the subgroup and that of the standard population.

The study subgroup’s overall observed rate is then corrected
proportionally to make up for this difference in age distribution. For
example, if the standard population’s overall rate is 80 percent of the
expected rate in the study subgroup, then the observed rate in the
subgroup is reduced, by multiplying it by 80 percent. After the overall
rates in various subgroups have been modified in this manner, they
can then be compared fairly with one another. More detailed
examples of age adjustment by the direct and indirect methods are
given by Hill (1971, Chap. 17). -

Indirect adjustment is preferable to direct when there are small
numbers in age-specific groups. Rates used in direct adjustment
would be based on these small numbers and would thus be subject
to substantial sampling variation. With indirect adjustment the rates
are more stable since they are based on a large standard population.
Note that the expected rate or the expected number of cases,
computed by the indirect method, is used in the ratio of observed/
expected which constitutes the morbidity (or mortality) ratio de-
scribed in Chap. 2.
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It must be remembered that an age-adjusted rate is an artificial
rather than an actual rate. Its value is that it permits one population
to be compared with another, with age “controlled.” It should not be
used if what is wanted is not a comparison, but an accurate
description of a population. The age-adjusted rate is a convenient
summary of age-specific rates. The age-specific rates themselves
are most informative and should be compared whenever possible.

This discussion of adjustment has focused on age adjustment
because age is the variable that is most commonly controlled in this
manner. However, direct or indirect adjustment may be applied to
any variable suspected of playing a role in an association between
two study variables.

Other methods More complex statistical procedures are also
available for removing the effects of extraneous variables on statisti-
cal associations. These procedures involve the more -traditional
methods such as analysis of covariance, multiple correlation and
multiple regression, and discriminant analysis. (The reader with
some background in statistics may wish to refer to Morrison, 1967,
for further discussion.) Newer methods of multivariate analysis have
also been developed for epidemiologic studies of specific diseases.

These techniques are sometimes useful when it is apparent that
several factors are not only associated with a disease but also with
one another and one wishes to assess the relationship of each factor
to the disease, independently of the other factors. An interesting
example for the statistically minded reader is the multiple logistic
method of Truett et al. (1967), as applied to coronary heart disease.

Although these methods appear to have definite value for
certain epidemiologic studies, they all rest on assumptions. These
assumptions must be understood by the user because they might or
might not apply to the disease and other variables under investiga-
tion. Unfortunately, there has been a recent tendency to thought-
lessly throw some data into a computer together with a “canned”
multivariate analysis program, expecting that the -coefficients and
other numbers that come out will somehow reveal a new secret of
fife. It must be stressed that no method of analysis, no matter how
mathematically sophisticated, will substitute for careful evaluation
of data based on good scientific judgment and knowledge of the
disease process being studied.
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General Applicabillty 'of an Assoclation

In evaluating observed statistical associations one must always
consider to whom they apply. The study in which the association is
observed was conducted on a finite group of persons with certain
characteristics. Would the association also hold true for other
groups? Obviously, the more different groups that show the associa-
tion, the more certain one can be that it is widely applicable. Where a
variety of studies are lacking, it becomes a matter of judgment
to determine whether an association observed in one group is
applicable to another.

Questions of generality might be raised, for example, regarding'

the association between serum cholesterol level and coronary heart
disease found in the Framinghan{ Study. The study population is
virtually all white. Thus it can legitimately be asked whether the same
association holds true for blacks and Orientals. Fortunately, other
studies provide a positive answer to this question.

More subtle is the fact the Framingham and other similar
studies have as subjects volunteers or cooperative people. Does the
cholesterol/coronary disease association apply also to uncoopera-
tive individuals? While volunteers do differ from others in certain
characteristics, it is difficult to imagine that these characteristics
would produce this observed relationship. Thus, one might reason-
ably judge that cholesterol is related to coronary heart disease in the
uncooperative as well.

Statistical Associations and Cause-and-Effect
Relationships

It is common knowledge that statistical associations do not neces-
sarily imply causation. The “price of tea in China” is a frequently
cited example of a variable which can be related statistically to some
other variable but has no causal relation to it.

Statistical associations derived from well-controlled experi-
mental studies can usually be interpreted to represent cause-and-
effect relationships. Something is done and a result is observed. In

_ epidemiology, however, most studies are observational, and. an

experiment to establish a cause-and-effect relationship may be
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difficult or impossible to carry out. Vital decisions affecting public
health and preventive medicine must be made on the basis of
observational evidence. It is important, therefore, to have some basis
for deciding whether or not a statistical association derived from an
observational study represents a cause-and-effect relationship.

A number of authors have grappled with this philosophical
problem. Certain criteria seem to be universally accepted, while
others remain controversial. The reader wishing to explore this
question in greater depth should refer to Chap. 2 of MacMahon and
Pugh (1970), Chap. 24 of Hill (1971), Yerushalmy (1962), Larsen and
Silvette (1968), and Susser (1973).

Strength of the Association !n general, the stronger the
association the more likely it represents a cause-and-effect relation-
ship. Weak associations often turn out to be spurious and explain-
able by some known, or as yet unknown, third variable. In order for a
strong association to be spurious, the underlying factor that ex-
plains it must have an even stronger relation to the disease (Bross,
1966). It is likely, although not certain, that the underlying varuable
with this even stronger relationship to the disease would be recog-
nizable.

Strength of an association can be measured by the relative risk,
or the ratio of the disease rate in those with the factor to the rate in
those without. The relative risk of lung cancer in cigarette smokers
as compared to nonsmokers is on the order of 10:1, whereas the
relative risk of coronary heart disease is about 1.5:1. This difference
suggests that cigarette smoking is more likely to be a causai factor
for lung cancer than for coronary heart disease.

Time Sequence In a causal relationship the characteristic or
event associated with the disease must precede the disease. This
time relationship should be clear in-incidence studies. In prevalence
and case-control studies it may not always be obvious which came
first.

Consistency with Other Knowledge If the association makes
sense in terms of known biological mechanisms or other epidemio-
logic knowledge, it becomes more plausible as a cause-and-effect
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relationship. Part of the attractiveness of the hypothesis that a
high-saturated fat, high-cholesterol diet predisposes to atheroscier-
osis is the fact that a biologic mechanism can be invoked. Such a
diet increases blood lipids which may in turn be deposited in arterial
walls. A correlation between the number of telephone poles in a
country and its coronary heart disease mortality rate lacks ptausibility
as a cause-and-effect relationship partly because it is difficult to
imagine a biological mechanism whereby telephone poles result in
atherosclerosis. ‘

Failure to Find Other Explanations When a statistical associa-
tion is observed, the thoughtful investigator will consider possible
explanations for the relationship’ other than the observed variable’s
causing the disease. The data already collected may be used to learn
whether these other possible explanations might hold true. Or,
additional data may have to be obtained to answer such questions.

~ Failure to find an alternative to the cause-and-effect hypothesis
despite conscientious searching does not prove that there is no
alternative. But it does strengthen the evidence for a cause-and-
effect relationship.

An interésting example of a search for other explanations
comes from a case-control study showing an association between
oral contraceptives and thromboembolic disease (Vessey and Doll,
1968). Since it -is easy to overlook the diagnosis of deep-vein
thrombosis or pulmonary embolism, the investigators considered
the possibility that a history of oral-contraceptive use would alert the
physician to these conditions, resulting in a spurious association.
They reasoned that a spurious association of this type would be
strongest among patients with the least evident disease, since this
group would contain women whose condition was diagnosed only
because they were known to have taken oral contraceptives. Cases
were therefore classified by degree of certainty as to the presence of
thromboembolism. It was found that the association with oral-
contraceptive use was actually less marked among the less certain
and milder cases than among the definite and severe cases. Thus,
this alternative explanation could reasonably be rejected, lending
greater credence to the idea that thromboembolism was actually
caused by oral contraceptives.
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Other Criteria The criteria listed below have been stressed by
some authorities but to this author they seem less valuable as
yardsticks for assessing a cause-and-effect relationship per se.

Gradient of Risk It has been stated that if there appearsto be a
dose-response relationship, this argues for a cause-and-effect rela-
tionship. For example, the fact that moderate cigarette smokers have
a lung cancer death rate intermediate between nonsmokers and
heavy smokers is considered evidence that cigarette smoking
causes lung cancer.

This criterion would appear less satisfactory. Threshold phe-
nomena are well known in nature, whereby no effect is seen until a
causal stimulus reaches a certain level, above which a response is
seen. In this situation a gradient of response might well be absent if
two different dosages of the causal factor are well below the
threshold level. Conversely, a spurious correlation could easily show
a nice gradient. A spurious correlation of cigarette smoking with a
disease caused by alcohol consumption might show an apparent
dose-response relationship of disease incidence to amount smoked,
due to a correlation between amount smoked and amount of aicohol
consumed.

Consistency in Several Studies Finding the same association
in several different studies provides assurance that the association
exists and is not an artifact based on the way one particular study
was carried out or based on an unusual group of study subjects. In
this sense, consistency across studies is reassuring; but it does not
argue strongly that an association is one of cause and effect.

Specificlty By specificity is meant that the possible causal
factor is observed to be associated with one or just a few diseases or
effects, rather than a wide variety of diseases. One of the arguments
that has been used against cigarette smoking as a cause of lung
cancer is that in epidemiologic studies, smoking also appears to be

_ associated with an assortment of seemingly unrelated diseases such

as coronary heart disease, peptic ulcer, bladder cancer, and cir-
rhosis of the liver. It is argued either that smokers differ biologically
from nonsmokers in a way that leads health to break down in a
variety of ways or that these studies must have been affected by
some kind of hidden bias or artifact that falsely-incriminates smok-
ing in so many ways. :
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Although it Js reassuring when specificity is found, and an
apparent lack of specificity shauld lead to some suspicion of an
artifact, the importance of a‘lack of specificity as negative evidence
has been overemphasized. This can be readily seen when one
considers other recognized disease agents such as the tubercle
bacillus and applies the lack of specificity argument to them. How, it
might have been asked, can the tubercle bacillus cause an increased
rate of lung lesions when it also has been associated with scrofula,
meningitis, collapsed vertebrae, peritonitis, bleeding from the kid-
ney, marked wasting, and so on. We now know that the tubercle
baciilus can produce a variety of effects, and we have some under-
standing of the mechanisms by which these occur. Cigarette smoke
has a variety of active constituents that get carried throughout the
body, so that a lack of specificity is not surprising.

Statistical Associations between Diseases

Epidemiologic and clinical studies may reveal statistical associa-
tic_>ns between two or more diseases. Two diseases are associated in
a population if the incidence or prevalence of one disease is higher
when the other is present than when it is absent.

A true association between diseases may occur because one
disease predisposes to another (e.g., diabetes mellitus and coronary
heart disease) or because both diseases share a common etiologic
factor (head injuries and cirrhosis of the liver, both due to alco-
holism). Thus, discovery of disease associations may provide valu-
able information if the etiology of one disease is obscure.

Disease associations may be more apparent than real. Two
diseases may produce similar signs, symptoms, or laboratory find-
ings, thus leading to a greater chance of diagnosis of one disease if
the other is present. Also, diseases are detected in the clinic,
hospital, or at autopsy, and the presence of more than one disease
may make it more likely for a person to show up at one of these
diagnostic facilities. Due to this and other selective factors, diseases
may appear to be associated at a medical facility even when they are

not associated in the general population. Further discussion of

disease. associations and the potential fallacies involved may be
found in Berkson (1946), Mainland (1953), Wijsman (1958), and
Friedman (1968). '
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Even false associations due to selection may be useful to the
clinician. For example, an association between inguinal hernia and
colon cancer has been noted on the surgical ward (Terezis et al.,
1963). Even if this association is not present in the general popula-
tion, it still may be wise for surgeons to look for colon cancer in their

patients with hernias.
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Chapter 12

How to Carry Out
a Study

Many health-care professionals wish to conduct a modest clinical or
epidemiologic study. Hoping to answer one or more interesting
questions, they find themselves in a good position to collect and
analyze some appropriate data. However, to someone without previ-
ous research experience, the task often appears awesome, and it is
not at all clear how to proceed.

This chapter is written as a general guide for the novice who
wishes to carry out such a study. Obviously, each research project
and each study setting presents unique problems which cannot be
dealt with here. What will be presented is a general approach which
emphasizes the practical difficulties that are frequently troublesome
to the beginner.

Defining the Problem

The first step—and one of the most difficult ones—is defining the
problem and choosing the question or questions to be answered.






